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ABSTRACT: This article presents a simple technique for splitting up

a panoramic range image into a set of 2[1/2]D representations. The
proposed technique consists of three stages. First, a spherical dis-

cretization map is generated. Second, main surface orientations are

extracted together with their corresponding histogram of distances.

Each one of these histograms is used to define the position of a pro-
jection plane as well as two associated clipping planes. Finally, data

points bounded by clipping planes are mapped onto the correspond-

ing projection plane defining a classical 2[1/2]D range image. This
last stage—projection—is applied as many times as main orientations

in the spherical discretization map. Experimental results with a pano-

ramic range image are presented. VVC 2006 Wiley Periodicals, Inc. Int J

Imaging Syst Technol, 16, 85–91, 2006; Published online in Wiley InterScience

(www.interscience.wiley.com). DOI 10.1002/ima.20069
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I. INTRODUCTION

In recent years 3D computer vision has experimented a fast growth.

The appearance of new sensors, which allow the obtainment of a

large amount of three-dimensional information in a short time, and

the need to process and represent these images efficiently, has given

rise to new research topics in the 3D computer vision community.

One of these topics is the 3D digital representation that has gained

an important place in different fields [e.g., architectural (Cho et al.,

2001), automotive engineering (Luo et al., 2000), robotics (Reed

and Allen, 1997), computer animations (Di Fiore and Van Reeth,

2002), to mention a few]. Unfortunately, every day applications do

not experiment the same fast evolution, so that most of the time new

technologies need to be adapted in order to coexist with current ones.

Moreover, in some cases, new technologies cannot be fully

exploited, because end users do not have the right tools for filling the

gap existing between new and current technologies. For instance, the

classical planar drawings are preferred instead of 3D digital represen-

tations. Actually, planar drawings are still nowadays the \de facto"
representations for many applications. In industrial environments or

building works is not easy to find the appropriate tools to visualize

and understand 3D digital representations. In this sense, this article

presents a technique to generate automatically planar projections

from 3D panoramic range images. It is based on the use of prior

knowledge of a scanned scene, and it intends to be the bridge that

link 3D digital representations with the classical planar drawing.

Scene prior knowledge has been extensively used for improving

3D representations. For instance, Cantzler et al. (2002a,b), propose

to exploit features like parallelism and perpendicularity of walls for

improving the structural quality of automatically acquired architec-

tural 3D models. The use of semantic description of general indoor

environments (i.e., architectural features as plane walls, ceilings,

and floors) is proposed in Nüchter et al. (2003) for 3D indoor envi-

ronments reconstruction with autonomous mobile robots. Fisher

(2002) presents a domain knowledge based technique, which uses

standard shapes and relationships, to solve or improve reverse engi-

neering problems. The use of geometrical constraints is also

exploited in Dick et al. (2000) for tackling the structure from

motion problem. It uses geometric constraints, such as perpendicu-

larity and verticality of walls, which are likely to be found in archi-

tecture. In the current work, we also propose to use geometrical

constraint in order to split up a given panoramic range image into a

set of planar representations. However, instead of enforcing paral-

lelism, perpendicularity, or other kind of hard constraints or rela-

tionships between the surfaces [e.g., Dick et al. (2000); Cantzler

et al. (2002a,b); Fisher (2002)], the proposed technique only

assumes that buildings are defined by a set of planar walls.

Panoramic range images allow capturing the full geometry of

big environments, with a high fidelity, in a short time. The required

space to store all this information (images bigger than 500 MB) or

the CPU power to process all these data is not a problem for the cur-

rent technology. The only constraint for these panoramic data

appears when it is necessary to print or represent all this 3D infor-

mation in a single snapshot. The solution proposed in the current ar-

ticle is to split up the original panoramic range image into a set of

easy to understand 2[1/2]D representations—indistinctly referred in

this work as planar or 2[1/2]D representations.

Planar representations can be used not only as a final description

but they can also be used for other applications, such as to define the

next position of the sensor, in order to scan the remains of the
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environment. This problem, known in the literature as the next-best-

view problem [e.g., Reed and Allen (1997); Garcia et al. (1998);

Klein and Sequeira (2000)], consists in computing the positions

where the range sensor should be placed in order to acquire the sur-

faces of the objects present in the scene, minimizing the total amount

of scans. As it will be illustrated in the experimental results section,

the computed planar representations can be used to detect occluded

or low-resolution areas, directly defining the next position of the

sensor.

The proposed technique consists of three stages. First, a spheri-

cal discretization map (SDM) (Garcia et al., 1998) is generated; it

will unveil the main surface orientations of the given panoramic

scene. Second, main orientations are extracted together with their

corresponding histogram of distances. A histogram of distances is

computed for each main direction in order to define the position of

the corresponding projection plane, as well as its two clipping

planes. Finally, data points bounded by a couple of clipping planes

are mapped onto the projection plane defining one of the sought

2[1/2]D representation. This last projection stage is applied as

many times as main orientations in the spherical discretization map.

Section II briefly introduces both, range sensors and images. Sec-

tion III describes the SDM generation and main orientation extrac-

tion. The definition of projection planes and clipping planes, to-

gether with the generation of 2[1/2]D representations, are given in

Section IV. Section V presents experimental results with an indoor

panoramic scene.

II. RANGE SENSORS AND IMAGES

According to the physical property utilized to generate 3D images,

range sensors can be classified as passive or active systems. Passive

systems do not interact with the objects of the scene, whereas active

systems interact with the objects by projecting some kind of signal

(e.g., laser, structured light) over them. The most representative

passive sensors are the stereoscopic ones, which generate 3D

images by triangulating selected points in a scene viewed at the

same time by two conventional cameras (Faugeras, 1993). On the

other hand, active systems include a wide variety of different sen-

sors. For instance, some systems work by projecting patterns of

structured light onto the scene—grids, strips, and elliptical pat-

terns—and analyzing their corresponding deformation. Knowing

the properties of both the camera and the projector, and their posi-

tions, the depth can be computed by triangulation [e.g., Fofi et al.

(2003); Malassiotis and Strintzis (2005)]. The time-of-flight princi-

ple has also been used for developing active range systems. In this

case, the sensor emit a light pulse into the scene and measure the

distance by analyzing the reflected signal (time elapsed from the

emission to the arrival to the sensor). Most of laser range scanners

work with infrared lighting [(e.g., Hancock et al. (1998); Wang

et al. (2002)].

Traditionally, range images are represented by means of a 2D

array R, where each element R(r,c) is a scalar representing a surface

point of coordinates: (x,y,z) ¼ (fx(r), fy(c), fz(R(r,c) referred to a

local coordinate system (Garcia and Sappa, 2003). Therefore, range

images are also known in the literature as 2[1/2]D representations

since their defining 3D data can be projected into a plane. Having in

mind the 2[1/2]D nature of range images a large amount of work

has been done during last two decades.

Recently, new technologies have given rise to panoramic range

sensors. As can be appreciated in Figure 4, the main drawback of

panoramic range images is that there is not a single projection

plane. Note that this figure only presents different views of a pano-

ramic range image (i.e., a dense cloud of 3D data points), although

visually look like wire-frame representations. Two different options

can be adopted for sorting out this problem. On one hand, new tech-

niques, specifically proposed for handling panoramic range images,

could be developed [e.g., Hancock et al. (1998); Wang et al.

(2002); Hirahara and Ikeuchi (2004)]. For instance, Hancock et al.

(1998) propose a robust method to register a panoramic range

image and an omni-directional image. It works by matching hori-

zontal and vertical edge histograms of the two images. Another

approach for handling panoramic range images have been proposed

in Wang et al. (2002). It addresses the problem of automatic recon-

struction of real environments. Finally, Hirahara and Ikeuchi (2004)

presents a technique for vehicle detection, using panoramic range

images, based on cluster analysis. Alternatively, instead of develop-

ing new techniques for handling the whole 3D information at the

same time, another option could be to split up the original pano-

ramic range image into a set of classical 2[1/2]D range images, so

that most of current range image processing algorithms could be

directly used. The technique proposed in this work follows this sec-

ond option.

Figure 1. Sensor coordinate system and normal vector to a given
triangle.

Figure 2. Example of a spherical discretization map with 20 cells

along the equator, leading to 11 parallels and a total of 126 cells.

Figure 3. Illustration of an orientation histogram and main surface

orientation extraction.
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Figure 4. Inside view of a panoramic range image (top). Overview of a low resolution representation of the previous panoramic range image

(bottom). [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com]
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III. SURFACE ORIENTATION

This section describes the approach used for computing main sur-

face orientations from a SDM. Let R(r,c) be a panoramic range

image with R rows and C columns, r[[0,R), c[[0,C); in contrast to

classical range images each array element contains three values rep-

resenting a surface point of coordinates (x,y,z), referred to a coordi-

nate system attached to the sensor. Initially, from the given range

image a trivial triangulation is computed by linking all the points

horizontally and vertically, and by dividing the obtained cell choos-

ing one of the diagonals (triangles defined by edges longer than a

user defined threshold are discarded, considering that they are link-

ing noisy data or a surface discontinuity). Then, a unitary normal

vector Ni is computed for each one of the obtained triangles. Addi-

tionally, each triangle has associated its distance to the sensor posi-

tion �i. Triangle distance is computed as the average distance of its

three defining points.

In a previous version Sappa (2004) surface orientation informa-

tion is obtained by using two orthogonal histograms, horizontal and

vertical histograms. The horizontal histogram, ranging from 0 to

3608, is used to keep the orientation, of a XZ projection (Fig. 1), of

every triangle’s normal vector defining the surfaces of the scene.

On the other hand, the vertical histogram, ranging from 0 to 1808, is
used to keep the angle orientation between the Y axis (Fig. 1) and

every triangle’s normal vector. Although useful, the main drawback

of that compact approach appears when the sensor coordinate sys-

tem is not correctly oriented with the main surfaces of the scene

(i.e., the XZ-axes of the coordinate system attached to the sensor

should be parallel to the floor). Have in mind that the sensor works

in a plug-and-play basis; in other words, it does not require an

infield calibration process or specific set-up, so a constraint such as

parallelism between XZ-axes and floor makes it difficult to use the

previous proposal (Sappa, 2004). Actually, in most of the cases we

do not have control to the sensor set-up during the scanning process.

To avoid this problem, speeding up at the same time the set-up pro-

cess, the use of a histogram from a SDM is proposed in the current

work.

A SDM allows a relatively uniform discretization of a unitary

sphere with a simple way of mapping orientations to cells. This

technique has been proposed in Garcia et al. (1998) and consists in

dividing a unitary sphere into a fixed number of parallels P. Then
each parallel is divided into a number of cells that is proportional to

the area covered by that parallel, the latter being approximated by

the length of circumference of the parallel. The aim is that the equa-

tor has the maximum number of cells while the poles have a single

cell.

SDMs are defined by a predefined number (multiple of four) of

cells along the equator, CE. From it, Pþ1 parallels are defined, with

P ¼ CE/2. Given a certain parallel p, its corresponding elevation

angle is ’(p) ¼ �/2(4p/CE � 1). From the latter, the number of cells

that belong to a parallel p is � (p) ¼ 1 if cos(’(p)) ¼ 0 (i.e., p is

equal to 0 or P and corresponds to a pole) and � (p) ¼ bCE
cos(’(p))c otherwise. It is easy to show that cos(’(p)) is the ratio

between the length of circumference of the parallel at elevation

’(p) and the length of circumference of the equator. The orientation

angle of a given cell c that belongs to a parallel p is obtained as

�(p,c) ¼ 2�c/�(p).
Conversely, given an elevation angle ’, ��/2 � ’ � �/2, and

an orientation angle �, 0 � � � 2�, the corresponding parallel p is

obtained as p(’) ¼ b(’ þ �/2)P/�c, whereas the cell inside p is cal-

culated as c(’,�) ¼ b�(p(’))�/2�c. According to that, the pole at

’ ¼ �/2 is mapped to parallel P, the equator at ’ ¼ 0 to parallel P/2
and the pole at ’ ¼ ��/2 to parallel 0. As illustrated in Figure 1, a

given triangle contributes with a vote to a SDM’s cell according to

its normal vector orientation (�, ’).
The resolution at which the sphere is discretized only depends

on the number of cells along the equator. In our implementation, all

the SDMs are defined with 20 cells along the equator. This leads to

a discretization of the whole sphere into 11 parallels and a total of

126 cells. The number of cells for each parallel is: 1, 6, 11, 16, 19,

20, 19, 16, 11, 6, 1 (Fig. 2).

Every normal vector contributes with a vote to the correspond-

ing cell. To compute a more precise orientation, besides keeping

the number of votes, every cell of the SDM also keeps the sum of

the normal vectors that voted for that cell. Later on this value will

be used to compute the representative orientation of that cell.

After computing the orientation histogram the main directions

are extracted by using a two steps iterative process (Fig. 3). First,

the cell with the maximum number of votes is detected C(p,c)—

global maximum. That value indicates a predominant direction in

the panoramic view. Second, from that cell a neighborhood propa-

gation process is applied C(p�i,c�j). This propagation depends on

the resolution of the SDM and consists in labeling as belonging to

the same surface those triangles with a similar orientation (neighbor

cells in the SDM). In the current implementation the eight neighbor

to the cell, containing that main direction, have been selected, (i,j [
{0,1}). All those C(p�i,c�j) cells are removed from the histogram

and the process starts again by detecting the new global maximum,

over the cells left in the histogram. This iterative process is applied

until the value of the new maximum in the SDM is below a user

defined threshold, or until a predefined number of maximums have

been found (in the example presented in Fig. 4, the second option

Figure 5. Section of surface associated with a main direction (left).

The corresponding distance histogram (right). [Color figure can be
viewed in the online issue, which is available at www.interscience.

wiley.com]

Figure 6. Triangles projected over the projection plane and the uni-
form sampling. (Px ¼ uAx þ vBx þ wCX; Py ¼ uAy þ vBy þ wCy; Pz ¼
uAzþ vBzþ wCz).

88 Vol. 16, 85–91 (2006)



Figure 7. Set of planar projections automatically obtained from the panoramic range image presented in Figure 4. [Color figure can be viewed

in the online issue, which is available at www.interscience.wiley.com]
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has been used based on the prior knowledge of the scene struc-

ture—six main directions in the orientation histogram).

IV. 2[1/2]D REPRESENTATION

The outcome of the previous stage is a set of surface orientations

that describes the structure of the digitized scene. Now it is neces-

sary to define the spatial position of projection planes—one projec-

tion plane for each main direction—as well as two clipping planes

associated with each one of them.

A projection plane is orthogonal to the corresponding main

direction (actually to the representative orientation resulting from

the normal vectors that voted into that cell) and placed at a distance

to the sensor coordinate system defined by a distance histogram.

The distance histogram is computed by using the distances �i corre-
sponding to those triangles whose normal vector is contained into

the SDM’s cell of that considered main direction. For each main

direction its distance histogram is computed and the corresponding

global maximum is extracted. These global maximums define the

spatial position of the projection planes. In addition, each projection

plane has associated two parallel clipping planes placed at a user

defined distance backward and forward to the projection plane.

Figure 5 (right) illustrates a distance histogram associated with a

main direction and a surface distribution, both presented in the sec-

tion showed in Figure 5 (left) (thick lines correspond to triangles

with a normal vector contained into the SDM’s cell of the main

direction).

After defining the spatial position of a projection plane all those

triangles bounded by the corresponding clipping planes are pro-

jected onto the projection plane. Next, a uniform sampling is com-

puted through that planar projection generating a new 2[1/2]D rep-

resentation—classical range image. The coordinates of each one of

the points of that new range image are obtained by a linear interpo-

lation of the three points of the intersecting triangle (Fig. 6). This

process—projection and uniform sampling—is applied over each

main direction. The result of this last stage is a set of 2[1/2]D range

images associated with each of the computed planar projections.

V. EXPERIMENTAL RESULTS

Several panoramic range images have been tested (both indoors and

outdoors) showing good results. Panoramic range images have been

obtained by using the Imager 530 scanner developed by the ZþF

company. This sensor allows a scanning rate up to 625,000 points

per second with a panoramic field of view in the horizontal direc-

tion and a field of view of 1358 in the vertical direction (more tech-

nical details about the Imager 530 scanner are given at the com-

pany’s Web page: www.zf-uk.com). The full geometry of a big

environment is captured, with a high fidelity, in a short time.

Figure 7 presents snapshots of the six 2[1/2]D range images

obtained by processing the panoramic range image presented in

Figure 4. In this case a SDM with 20 cells along the equator was

used. SDMs with a higher resolution are not necessary since in gen-

eral there is a big difference between main surface orientations.

Furthermore, as mentioned in Section III, every cell keeps the sum

of the normal vectors that voted for that cell. Therefore, a precise

resulting orientation is computed independently of the size of the

SDM cells. The number of rows and columns of every 2[1/2]D

range image was defined by preserving the density of points in the

area of the projection plane nearest to the sensor. After applying a

regular sampling of that area the projection plane is sampled with

the same resolution. This process is applied independently over

every projection plane since the sensor may be is not equidistant to

symmetric walls.

Note that the density of points, in the results presented in Figure 7,

decreases with the distance to the sensor position (floor, ceiling, and

lateral walls). Density of points in the front and back walls is almost

uniform since they are not so large and are placed far away to the

sensor. By studying occluded areas, the next position of the sensor

can be easily defined (left part of the ceiling and floor show a low

density of points; in addition, front and back walls show areas oc-

cluded by the chandeliers that need further scan).

VI. CONCLUSIONS AND FURTHER IMPROVEMENTS

This article presents a simple technique to generate 2[1/2]D repre-

sentations from a panoramic range image. It works automatically

without parameters tuning (except the distances between the clip-

ping planes) and can be used for indoor as well as outdoor scenes.

It is useful not only to visualize the scanned surfaces of a pano-

ramic range image but also to define the next position of the sensor

or detect occluded areas. An improvements over a previous ver-

sion (Sappa, 2004) is presented, which results in a less-constraint

technique.

Further work will include the study of point density as well as

occluded areas detection in order to compute automatically the

position where the range sensor should be placed at the next scan.
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