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Abstract. This paper presents a novel multispectral stereo image cor-
respondence approach. It is evaluated using a stereo rig constructed with
a visible spectrum camera and a long wave infrared spectrum camera.
The novelty of the proposed approach lies on the usage of Hough space
as a correspondence search domain. In this way it avoids searching for
correspondence in the original multispectral image domains, where infor-
mation is low correlated, and a common domain is used. The proposed
approach is intended to be used in outdoor urban scenarios, where im-
ages contain large amount of edges. These edges are used as distinctive
characteristics for the matching in the Hough space. Experimental results
are provided showing the validity of the proposed approach.

1 Introduction

Multispectral image processing has been largely studied by the remote sensing
community where images from different spectral bands are generally used to
extract information related with the characteristics of the materials defining the
different regions of the image (e.g., vegetation, water, etc.). The stereo matching
problem, although out of the main scope of remote sensing community, has been
also tackled in the context of remote sensing [1].

Recent advances in multispectral imaging sensors have opened new opportu-
nities to the research community to tackle classical computer vision problems,
which are not related with the remote sensing field. Actually, nowadays mul-
tispectral applications can be found in: video surveillance (e.g., [2], [3]), driver
assistance [4], energy saving [5], fire detection, etc. In most of these applications
finding correspondences, or matching, between features observed in the differ-
ent images is the first problem to be tackled. Feature matching is a common
task in both the image registration and the stereovision problems. In both cases
feature matching has been tackled for the case where the images belong to the
same spectral band. In general, the approaches in the literature are based on
key points detection and their corresponding description. The descriptions of
such key points are later on used for finding the correspondences (e.g., [6], [7]).
This kind of scheme has been recently used for finding correspondences in the
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multispectral domain (e.g., [8] and [9]), but due to the nonlinear relationship
between pixel intensities the matching ratio remains low and the usage of scene
prior is needed (e.g., [10], [11]).

Focussing on the stereo matching problem, the current work proposes a novel
approach that formulates the multispectral matching problem by representing
the given image pair in a common space (Hough space). Actually, in this com-
mon space not all the image pixels are represented but just those ones corre-
sponding to the edges extracted with the Canny algorithm [12]. The proposed
approach consists of three stages. First, the edges from the multispectral images
are extracted using an adaptive threshold strategy that allows to generate simi-
lar representations from the image pair. Then, the edges are represented in the
common space using the classical Hough transform [13] that identifies straight
lines. Finally, the most representative lines are extracted and their parameters
used as descriptors to find the matchings. The proposed approach has been eval-
uated using a multispectral stereo rig constructed with a Long-Wave Infrared
(LWIR) camera and a Visible Spectrum (VS) camera.

The manuscript is organized as follow. State of the art on multispectral stereo
image correspondence problem is introduced in Section 2. The proposed ap-
proach is then presented in Section 3. Experimental results are provided in Sec-
tion 4. Finally, conclusions are given in Section 5.

2 Related Work

Stereo vision problem involves different tasks, from the synchronized acquisition
of a pair of images, till dense disparity maps and 3D representations. In between,
tasks such as camera calibration, image rectification, correspondence search, and
triangulation should be tackled. There is a large literature on all these topics
(e.g., [14],[15]) when the cameras in the stereo rig work at the same spectral band.
However, both the coexistence of cameras working at different spectral band and
the needs to extract 3D information from such a multispectral devices require
some reformulation in the pipeline of tasks mentioned above. In the current
work a particular case where the cameras in the stereo rig work at the visible
and infrared spectrum is considered. From the list of tasks mentioned above,
we just consider the correspondence search problem assuming the multispectral
stereo pair is already calibrated and rectified. Hence, epipolar lines correspond
to the same rows in the different pair of images.

Finding correspondences in this multispectral scheme is a difficult task that
has been solved in the literature using different strategies. For instance, the lack
of overlap between VS (0.4-0.7 μm) and LWIR (9-15 μm) spectrum has been
tackled in [16] through a cost function based on mutual information that is
enriched with gradient information in a scale space representation. The usage of
this cost function allows to obtain sparse stereo representations that are later
on filled in with scene prior information generating a dense disparity map [11].

On the contrary to the previous approaches, the authors in [3] constraint the
matching to those regions that contain human body silhouettes. Since their con-
tribution is aimed at person tracking, some assumptions are applied, for example
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Fig. 1. Pipeline of the proposed approach (IV S : visible spectum image; ILWIR: long-
wave infrared image)

a foreground segmentation for disclosing possible human shapes, which are cor-
responded by maximizing mutual information. Although, these assumptions are
valid, they restrict the scope of applications to those scenarios containing pedes-
trians. Furthermore, it should be noted that in [3] only 3D information on those
pixels defining the surface of the pedestrians body is extracted.

Inspired by the classical SIFT algorithm [6] a descriptor based on the edge
histogram is proposed in [8] to find correspondences between VS and LWIR
images. The proposed edge oriented histogram is then used to describe points
of interest detected in a scale space representation. A scale restriction criteria
is used in [9] to reduce the amount of mismatching of SIFT when it is adopted
to tackle the VS and NIR correspondence case. In this particular multispectral
case the spectral bands of the pair of images are nearer than in the VS-LWIR
case, hence the number of right matching is considerably higher in this case.

3 Proposed Method

We propose a novel approach for finding correspondences between multispec-
tral image pairs. Actually, only edges are considered, by representing them in a
common space (Hough space). The proposed approach consists of three stages
(see the pipeline in Fig. 1): i) edge detection; ii) Hough space mapping; iii)
matching; these stages are detailed below. A case study (see Fig. 2) is used to
illustrate the three stages.

3.1 Edge Detection

Since the proposed approach is intended for finding correspondences in multi-
spectral stereo images from urban scenarios, man-made structures are the pre-
dominant features in the given images. The shape of these structures can be
in part captured through an edge detector algorithm. In the current work the
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Fig. 2. Multispectral stereo pair: (left) IV S image; (right) ILWIR image

Canny algorithm [12] is used and a scheme that automatically adapt the algo-
rithm’ thresholds is considered. This scheme allows to generate images with a
similar amount of edges. Figure 3 shows the binary images B(x, y) of edges ex-
tracted from a multispectral pair using the same algorithm setup in both cases.
It can bee appreciated that there is a difference on the amount of extracted
edges, which at the end will affect their representation in the Hough space.

Fig. 3. Edges extracted using the Canny algorithm with the same parameters in both
cases: (left) VS image, (right) LWIR image

In order to diminish the difference in the amount of edges mentioned above an
iterative approach is performed over one of the images in order to get a similar
amount of edges in both cases. During the iterations the Canny’s thresholds are
updated. Finally, in order to reduce the amount of edges that do not contribute
to the proposed scheme, which consist in detecting the most representative ge-
ometric features in the Hough space, edges defined by less than Tha pixels are
removed (in the current implementation Tha = 20). Results from this adaptive
threshold and short edge filtering are presented in Fig. 4. Although the amount
of edges in this pair of images are different they look more similar than the one
presented in Fig. 3.
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Fig. 4. (left) Edges for the VS image with a user defined threshold. (right) Edges for
the LWIR image extracted from a the Canny algorithm with an adaptive threshold

3.2 Hough Space Mapping

The Hough transform [13] for a binary image B(x, y), defined as:

H(θ, ρ) =

∫ ∞

−∞

∫ ∞

−∞
B(x, y)δ(ρ − x cos θ − y sin θ)dxdy (1)

transform every pixel from B into a sine wave ρ = x cos θ − y sin θ. Figure 5
shows an illustration of the mapping of two image points to the Hough space.
The intersection point in the Hough space corresponds to the parameters of the
straight line passing through (x, y), (u, v) in the image space.

Fig. 5. Mapping of two image points to the Hough space

By applying the Hough transform to all the pixels defining the edges extracted
in the previous stage we obtain a set of sine wave overlapped in the Hough
space. Hence, by accumulating these mappings into a N ×M matrix, the most
representative ones can be easily identified just by looking at the cells with larger
amounts of votes. Figure 6 depicts the Hough representations corresponding to
the edges presented in Fig. 4.

3.3 Matching

The Hough representations obtained above can be understood as the feature
description space that will be used for finding the matchings between the mul-
tispectral images. Essentially, this stage consists of matching points from the
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Fig. 6. Hough representations of edges from Fig. 4 (left) and edges from Fig. 4 (right)

Hough representations that have large amount of votes and the distance between
them is smaller that a user defined threshold. Additionally, a non-maximum sup-
pression algorithm is used to avoid wrong associations. Once a matching between
two points in the Hough spaces has been found (a matching is accepted when
a similar orientation in a neighborhood is found, assuming a disparity value of
±Δ) the corresponding edge points in the image spaces are extracted by finding
the intersections between epipolar lines and straight lines from Hough. Note that
since the stereo pair is rectified, epipolar lines correspond with horizontal lines
in the image pair. Figure 7 presents the matchings obtained in the multispectral
pair used as a case study through the previous sections. Other more elaborated
strategies for finding matchings could be used, for instance dynamic program-
ming [17] or graph cut [18] based approaches, which would improve the results
but increasing considerably the processing time.

Fig. 7. Correspondences (5163 points) obtained with the proposed approach

4 Experimental Results

The proposed approach has been evaluated with a set of rectified multispectral
stereo images [8] showing the validity of the proposed approach. In all the cases
the number of matchings obtained with the proposed approach are considerable
larger than those presented in [8]. Note that points matched with the proposed
approach lie over image edges, which is one of the difference with respect to pre-
vious approaches where key points are used for finding correspondences, instead
of higher level features. Figure 8 shows two pairs of multispectral images with the
points matched with the proposed approach. On average, 100 times more points
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are correctly matched with the proposed approach than [8] when the same data
set is considered (the data set contains 100 pairs of multispectral images and is
available through the following link: www.cvc.uab.es/adas/projects/simeve).

Fig. 8. Correspondences obtained with the proposed approach: (top) 5447 points;
(bottom) 4512 points

5 Conclusions

This paper presents a novel approach that overcome the problem of finding
feature point correspondences when images from different spectral bands are
considered. The proposed solution consists in representing the given images in a
common space. It is mainly intended to tackle outdoor urban scenarios, where
straight lines are usually the most predominant shape characteristics. Future
work will be focussed on the usage of a scale space scheme to increase the number
of correct matchings as well as on the usage of the obtained correspondences
towards a dense disparity map.
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