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Abstract This chapter reviews state-of-the-art approaches generally present in the
pipeline of video analytics on urban scenarios. First, a typical pipeline is proposed to
cluster approaches in the literature, including image preprocessing, object detection,
object classification, and object tracking modules. Then, a review of recent ap-
proaches for each module is given. Additionally, applications and datasets generally
used for training and evaluating the performance of these approaches are included.
This chapter does not pretend to be an exhaustive review from state-of-the-art video
analytics in urban environments but rather an illustration of some of the different
recent contributions. The chapter concludes by presenting current trends in video
analytics in the urban scenario field.

1 Introduction

The reduction in the price of cameras has led to the extension of camera networks
to different applications in urban environments. Actually, cameras have become a
ubiquitous technology in our everyday life. Although they are mainly used for video
surveillance applications, growing in popularity opens new possibilities for smart
cities (e.g., from detection of available parking to road maintenance applications).
In terms of economy, the global video surveillance market size is expected to grow
from USD 45.5 billion in 2020 to USD 74.6 billion by 2025. Increasing concerns
about public safety and security, the growing adoption of IP cameras, and the rising
demand for wireless sensors are the factors driving the growth of the video surveil-
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Image adquisition

Datasets

Image pre-processing 
Camera calibration
Homography estimation
Background estimation
...

Object detection
Background substraction
Optical flow based
Saliency based approaches
...

Object classification

SVM / ...
Deep learning based
...

Tracking

Kalman filter
Deep learning based
...

Applications
Parking space detection
Vehicle counting
Trajectory detection
...

Statistics:
Vehicle: 2
Motorcycle: 2
Persons: 3
Traffic ligh: 1
Traffic Sign: 1
...

Fig. 1 Pipeline with the modules reviewed in the current work.

lance industry. This huge amount of data is generally used for real-time monitoring
by video-surveillance operators or for offline review if something needs to be inves-
tigated. All in all, after a user-defined time, which depends on the infrastructure, this
information is eliminated from storing systems, missing the opportunity to trans-
form video signals into a powerful source of information. Video analytics engines
perform this transformation of signal into information. Video analytics automati-
cally enhances video surveillance systems by performing the tasks of real-time event
detection, post-event analysis, and extraction of statistical data while saving human
resources costs and increasing the effectiveness of the surveillance system operation.

Developments related to technological advancements like deep learning have
increased the feasibility of launching new and innovative products for urban video
analytics. Among the vast and rich computer vision research topics in the video/scene
understanding domain, the essential needs continue to focus on object detection and
tracking, person re-identification and recognition for faces, actions, and license plates
recognition, among others. In many cases, the mentioned techniques need to be run
in the wild, which means a huge variety of scene conditions, and to achieve a proper
and robust solution is not trivial at all. Even though robust object detection and
tracking are crucial for any automatic surveillance application, this can be seen as a
preliminary step to unlock various use cases.
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Video surveillance with machine learning can be a very cost-effective solution for
different applications building on top of video analytics of urban environments. Al-
though each one of these applications requires their specific implementations, there
are common processing modules that are generally used, for instance, image prepro-
cessing, including camera calibration and image enhancement, object detection and
recognition, tracking, to mention a few. Hence, in this chapter, in order to review the
state-of-the-art approaches, a module-based architecture is proposed, which clusters
the most common approaches in the literature to solve specific tasks (see Fig. 1).
Thismodule-based architecture allows the analysis of state-of-the-art approaches and
reviews them in a common framework. The current chapter is organized as follows.
First, Section 2 reviews common image preprocessing techniques generally used in
this framework. Section 3 summarizes object detection approaches, while Section 4
focuses on classification techniques from the state-of-the-art. In Section 5 tracking
approaches are reviewed. Video analytics applications of urban environments are
presented in Section 6. Although in this chapter there is not a review on image
acquisition hardware, common datasets generally used as benchmarks to evaluate
different approaches are depicted in Section 7. Finally, discussions on challenges
and opportunities from the reviewed approaches are given in Section 8

2 Image Preprocessing

An important stage for obtaining further accurate solutions is the image processing
applied to the given input image before performing any computer vision approach.
The most common image processing approach is the camera calibration, needed to
accurately map 3D points to the image plane and define the region of the image
to be analyzed or the relative distance between objects in the scene. In general,
camera calibration is performed at the initial setup using a calibration pattern. The
need for specific calibration patterns with known sizes for estimating the 2D-3D
correspondences is a clear disadvantage for real-world applications. In order to
overcome this limitation, there are some approaches that exploit the geometry from
the images to perform the calibration, for instance using vanishing point and lines
(e.g., [16], [72], [68], [23]). Once extrinsic and intrinsic camera parameters are
estimated, homography can be applied to reproject pixels from a given image region
to the 3D real-world scenario. For instance, in [55] the authors propose an inverse
perspective mapping to obtain a top view of crosswalk regions used for potential
pedestrian risky event analysis. The system detects vehicles and pedestrians and
estimates their trajectories; then, a decision tree is used to analyze whether there
is or not a risk for the pedestrian at the crosswalk (Fig. 2 shows an illustration of
the top view computed after camera calibration at a crosswalk). Another camera
calibration-based approach, but in this case for inverse perspective mapping from
on-board camera systems, is considered in [33], where top view images together
with GPS location (smartphone information) are used to identify parking spaces



4 Authors Suppressed Due to Excessive Length

in urban scenarios. A more elaborated approach has been recently presented in
[49], where also an inverse perspective mapping approach is proposed for vehicle
counting, speed estimation, and classification. The proposed approach combines
a convolutional neural network classifier with projective geometry information to
classify vehicles.
On the contrary to previous approaches where bird’s-eye views, obtained from

inverse perspective mapping, are considered, in [35] just the oblique view is used
to obtain the polygonal region of interest from the given image. A local reference
frame is placed over this polygonal ROI to estimate the pose of the objects in the
scene. The approach allows to count, classify, and determine the speed of vehicles in
the annotated ROI. In [48], perspective images are used for identifying free parking
spaces in a low-cost IoT device. The system can provide real-time traffic and parking
management information for smart cities.
Background estimation is another image processing approach generally used with

static cameras. Background models are used to subtract from a given frame and eas-
ily detect the foreground objects (moving objects). The main limitation with these
approaches is the threshold definition; it can be a constant value or dynamically
updated [37]. Different background models have been proposed in the literature,
one of the simplest and easy to compute is the temporal averaging of consecutive
frames [44] or the temporal median [34]. These methods were widely used in the
1990s for traffic surveillance due to their simplicity. However, they are not robust to
challenging scenarios, including fast changes in lighting conditions, camera jitter, or
dynamic backgrounds. More elaborated background models have been proposed by
using statistical models such asMixture of Gaussians (MOG) [62]. In these methods,
each pixel is modeled as a mixture of two or more Gaussians and online updates.
These methods allow modeling scenarios with dynamic backgrounds or with light-
ing changes. Their main limitation is the computational complexity, resulting in a
higher processing time than simpler background subtraction approaches. Recently,
deep learning-based approaches have been proposed for the background subtrac-
tion problem. For instance, in [47] an encoder-decoder structured CNN has been
proposed to segment moving objects from the background. The network models
image background while extracting foreground information as a high-level feature
vector used to compute a segmentation map. Deep learning-based approaches have
shown a considerable performance improvement compared with conventional un-
supervised approaches; actually, top background subtraction methods evaluated in
public benchmarks (e.g., CDnet 2012, CDnet 2014) are deep learning-based ap-
proaches. An extensive study on background subtraction methods based on deep
neural networks is presented in [11], where more than four hundred papers are
reviewed.
The ubiquitous deployment of vision systems in public areas has increased privacy

and security concerns. Hence, data protection strategies need to be appropriately
designed and correctly implemented in order to mitigate this problem. An example
of a strategy implemented to preserve identity at a scale is the face and license plate
blurring process in Google Street View [28]. New intelligent surveillance systems
are being designed to face up this concern; for instance, in [63] a privacy-preserving



Video Analytics in Urban Environments: Challenges and Approaches 5

(a) (b)

Fig. 2 Example of inverse perspective mapping from (a) oblique view; into (b) top view.

video streaming strategy has been proposed. It consists of face detection and removal
strategy; hence, videos can be later on distributed for further processing.
Finally, other image processing approaches generally applied in the video analysis

of urban environments are related to the image enhancement processes; these image
processing approaches are intended to improve the quality of the image in order to
reach a better final result. In [57] an image enhancement processing stage is per-
formed to reduce the influence of light changes. The proposed approach enhances the
image’s contrast and highlights the objects’ color. The approach is tested on pedes-
trian detection in different scenarios, improving the accuracy of the results. Another
image enhancement approach, also focusing on lighting problems, more specifically
intended for nighttime low illumination scenarios, has been proposed by [61]. The
authors propose a dual-channel prior-based method—dark and bright channels—
with a single image. The proposed approach corrects the lack of illumination as well
as gets well-exposed images. Mapping the given image to another color space is a
common image processing approach, generally used to enhance the representation
of the image to facilitate further processing. For instance, [74] presents an image en-
hancement algorithm based on multi-scale Retinex in HSV color model. The authors
propose a novel approach that requires a less computational cost to convert from the
RGB to HSV and back again to RGB, this mapping to the HSV space is required
to correct the V component. The proposed approach has been tested in different
outdoor scenarios showing appealing results. Finally, in [21], the authors propose an
image processing approach to detect and suppress shadows in a surveillance system.
The technique is performed in the HSV color space, which improves the precision of
the location of the shadows, favors the extraction of the most relevant information,
and facilitates further processing.

3 Detection

Once the information has been preprocessed, the next step, according to the pipeline
presented in Fig. 1, is the detection of objects before their classification. Different
approaches have been proposed in the literature. The authors in [27], propose a
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technique to detect abandoned objects in public places, for which a temporary static
objects model is taken as a basis to simulate in an urban environment the complete
cycle of people or cars stopped for momentary causes such as traffic lights or signals
using a finite state machine. This approach allows detecting the object over a given
region directly without applying a classification approach. This model mitigates
the problem of detecting false positives in urban environments. In [6] the authors
present an approach to detect anomalous security behaviors in public or private
environments. The detection technique uses histogram equalization and RGB local
binary pattern operator based on images’ changes. High-resolution images taken
at low altitudes by unmanned aerial vehicles have been used to demonstrate the
approach. Another approach to detecting objects is presented in [18], where it is
proposed to use gigapixel video; this type of high-resolution image provide local
and global information simultaneously to obtain in real-time the location of the
object globally by regions and then using descriptors the location of the object is
complemented locally.
In [40] the authors propose an approach based on convolutional networks, where

a lightweight model has been designed that focuses on increasing the receptive field
of the network through the use of a pyramidal combination of the layers of the
model. The experiments were favorable to be implemented in real-time applications.
In [17], the authors propose a technique for detecting moving objects and subsequent
monitoring. The deep learning model proposed by the authors called RBF-FDLNN
has been used. This model allows it to extract the necessary characteristics to detect
moving objects, allowing their subsequent monitoring efficiently. The datasets used
in the experiments are PASCAL and KITTI, which contain objects in urban settings.
Another approach to object detection is presented in [60]; the authors propose a
convolutional network model using the geometric information of stereo images. This
approach does not require anchor boxes or depth estimation, it adaptively performs
the detection of objects, achieving speed and precision in the obtained results. In
[9], the authors propose an object detection model capable of supporting real-world
environments efficiently, for which they have designed an architecture that focuses on
enhancing the receptive fields of each layer, also using drop blocks as a regularization
method. They have also applied data augmentation through the mosaic of 4 images.
The blocks have been designed for punctual attention. The COCO and Imagenet
datasets have been used for the experiments, obtaining better statistics than their
predecessor, YOLOv3.
In Wei et. al, [67] an approach to detect and classify people is proposed. For

the detection step, several operations have been applied to reduce the computational
load, for which each image is reduced four times and the colors are converted to only
luminance. It applies the difference between consecutive images to detect moving
areas and identify people, which are then classified with a convolutional network
model. Another approach is presented in [14], where the authors present a method to
analyze videos of traffic scenarios. It is based on a three-dimensional reconstruction
model to extract geometric features, which is later on used for vehicle detection. In
[4] another approach that performs the real-time detection of moving objects from
aerial images is presented. It is based on the usage of optical flow and a filtering step
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to remove non-relevant information; a morphological filter is applied to extract the
most significant features of the regions of interest and discard occlusions.
In Gao et. al [30] a method to detect and count people is presented; this ap-

proach is a combination of two techniques since it uses a convolutional network
for the extraction of characteristics, in this case, the MASK R-CNN and the linear
support vector machine to perform the detection of people. As input for the deep
learning model, the regions of people’s heads obtained from the images by means
of the Adaboost algorithm are used. The authors generate their data set taken from
real classroom surveillance scenes for the experiments. Another method that uses
convolutional networks is presented in [71], where a method to detect objects (e.g.,
buses, cars, and motorcycles) in traffic scenarios are presented. The focus is on two
optimized components that allow real-time object detection. The first component
generates the candidate regions, and the second component detects the objects in the
previously selected regions. To improve the performance of the method, global and
multi-scale information is incorporated from the processed videos. Three datasets
have been used to validate the proposed method: MS COCO, PASCAL VOC07,
KITTI.

4 Classification

Once the regions of interest have been detected, they need to be analyzed and
classified according to the categories defined in the given problem. For decades,
object classification has been an active research topic; several approaches have
been proposed based on different machine learning techniques. This section covers
both classical and deep-learning-based techniques. In [26], the authors propose an
approach to detect and classify motorcycle helmets using a multi-layer perceptron
network. Also focusing on the classification problem, in [15], a novel approach is
proposed to visualize the trajectory of vehicles in an augmented reality framework by
reconstructing objects classified as vehicles in 3D.Another technique for urban traffic
surveillance is presented in [15], where the authors propose a robust algorithm to
detect and classify vehicles in environments of variation of lighting and complicated
scenes, to maintain the most representative global characteristics to accelerate the
detection and classification of the vehicles. Low altitude aerial images have been
processed to carry out the experiments applying the gradient histogram method. In
[52], also tackling the traffic management problem, an optical flow-based approach
is proposed by using the cameras of the public traffic control system. The main idea
is to classify the types of cars to determine the location and count them later.
Continuing with the classification of objects in videos, a method is proposed in

[10], which allows the use of low-resolution images with projective distortion to
classify objects present in the far-field. This method makes it possible to classify
pedestrians and vehicles invariant to changes in the scenes through contextual func-
tions based on the position and direction of movements of the objects present in the
videos. Another classification technique is presented in [38], where the authors pro-
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pose an architecture that can scale according to the client’s requirement. This scheme
does not affect the temporal, spatial, or qualitative aspects and focuses on extracting
the information from the region of interest, which is filtered to maintain only the
most representative characteristics. In [13], a novel method is presented to perform
intelligent filtering. It is referred to as FilterForward, which using micro-classifiers
takes only relevant frames from the urban traffic videos, with which coinciding
events (i.e., objects of specific colors carried by pedestrians) are detected. Also, an
approach to classify vehicles (e.g., buses, cars, motorcycles, vans) is presented in
[12]; this method is based on 3D models of the silhouette of each of the vehicle
models present in the video. To validate the efficacy of the designed model, the UK
reference i-LIDS dataset was used.
On the contrary to previous approaches, in [31] a face detection method that

is invariant to changes in illumination, orientation and supports partial occlusions
is proposed. The approach is based on training with authorized faces calculating
their weight; then, in the validation process, the weights are compared to determine
whether or not the faces match. The process of classifying the faces is carried out by
applying the Haar cascade classifier combined with the skin detector. Additionally, in
[70], an approach is presented to classify in real-time objects present in a surveillance
video. Linear support vector machine and the histogram of oriented gradients have
been used for the feature extraction. In [46], the authors propose a threshold filtering
method adaptable to variations in correlation between the types of features presented
over a period of time; this approach is based on clustering, which allows to carry out
the real-time analysis of classified vehicles.
In addition to the classical approaches mentioned above, many convolutional neu-

ral network-based approaches have been proposed in recent years. In [65] the authors
present a technique to detect motorcycle offenders for not wearing a helmet. The
model is based on a convolutional network model to perform the classification and
recognition of drivers without a helmet. In [43] a simplified approach to process a
large amount of traffic data to make the prediction and forecast of its probable behav-
ior are presented. The authors use a convolutional neural network model to predict
and forecast urban traffic behavior. In [45] a network, which extends the framework
of the faster R-CNN architecture, has been proposed to detect and classify any ob-
ject presented in each frame of the urban video sequence. Another approach that
presents a method for estimating the volume of urban traffic is described in [73].
This technique is based on a deep learning model that works with high-resolution
images taken from an unmanned aerial vehicle, which were manually tagged. This
model recognizes and classifies vehicle types in trucks, cars, or buses. Similarly,
in [66], the authors present an approach based on a convolutional network called
NormalNet, which has been designed to extract the characteristics of images using
3D information combined with normal vectors to achieve an efficient classification.
Another CNN approach is presented in [53], where the authors implement a cus-
tomization work of the YOLOv4 model to perform multiple object detection using
a low-resolution real-time video, with which nine different types of vehicles are
classified. Continuing with deep learning in [3], the authors present a technique to
collect information from traffic videos in real-time to estimate the type of vehicle, its
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speed, and the respective count. A convolutional network based on regions of interest
known as Faster RCNN has been designed for this approach. More recently, in [24],
a technique based on transfer learning has been proposed. It obtains the information
from previously trained models to be able to classify the vehicles present in the urban
traffic videos in real-time. Foreground region detection is applied to group vehicle
patterns to achieve vehicle classification.

5 Tracking

The last stage to obtain an accurate solution is the object tracking task using the
information obtained in the previous stage of the pipeline. Since the objective of
urban video analytics is related to counting, identifying, or re-identifying objects in
urban environments (e.g., cars, trucks, buses, motorcycles, bicycles, pedestrians, and
other moving objects), tracking the object is needed once it appears in the image and
is correctly detected to avoid duplicity. Generally, it is not only necessary to track
a single object in the sequence of frames, so Multiple Object Tracking (MOT) is a
task that currently plays an essential role in computer vision. MOT task is mainly
divided into locating multiple objects, maintaining their identities, and performing
their trajectories given a video input.
Different types of probabilistic inference models are used in different works to

carry out the MOT task.The most widely used technique is the Kalman Filter [41],
which is a recursive predictive filter that is based on the use of state-space techniques
and recursive algorithms. To carry out the tracking, [19] uses the centroid of each
detected blob using a constant velocity Kalman Filter model. The state of the filter is
the centroid location and velocity, and the measurement is an estimate of this entire
state. A variation of the original Kalman Filter technique called Extended Kalman
Filter (EFK) is used in other works. The authors in [20] merge the measurement
obtained from the different sensors (e.g., cameras, radars, and lidars) to track neigh-
boring objects; and the EFK implementation uses the sequential sensor method that
treats the observations of individual sensors independently and feeds them sequen-
tially to the EKF estimation process. Also, based on EFK, in [25] the authors present
an approach to object tracking in urban intersections, demonstrating that maneuvers
can be recognized earlier, and incorrect maneuver detection can be avoided by in-
corporating prior knowledge into the filtering process. The active multiple model
filter approach helps to compensate for unavoidable measurement errors and thus
enables robust and stable estimations of the position and velocity of tracked objects.
On the other hand, the work presented in [54] uses an Interacting Multiple Model
(IMM) [8] because objects such as cars, trucks, bikers, etc., change their behavior
so frequently that one motion model alone is not sufficient to track their movements
reliably. Structurally, the IMM tracking framework consists of several EKFs with
different motion models, and the track estimates are mixed statistically.
Another strategy used for object tracking is the Particle Filter, a method used

to estimate the state of a system that changes over time. More specifically, it is
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a Monte Carlo method commonly used in computer vision for tracking objects in
image sequences. The authors in [5] present an anomaly detection framework based
on particle filtering for online video surveillance, where they use characteristics of
size, location, and movement to develop prediction models and estimate the future
probability of activities in video sequences. On the other hand, [29] uses the particle
filter algorithm to track fast-moving human targets; mainly, it performs better with
pedestrians with occlusions.
Other works such as the one presented in [39] use classical techniques based on

binary descriptors and background subtraction, the combination of both methods
allows us to track road users independently of their size and type. Another recent
technique in the object tracking domain is Simple Online and Real-Time Tracking
(SORT) [7]. This algorithm is based on the Kalman Filter [41] and Hungarian
Algorithm [42]. SORT compares the positions of the objects detected in the current
frame with assumptions for the positions of the objects detected in previous frames.
The authors in [35] present a study that addresses the problem of estimating traffic
flows from data from video surveillance cameras; in this work, the Fast R-CNN is
used to detect objects, and later on, the SORT is considered to estimate the total
number of vehicles in an avenue in real-time. On the other hand, in [64] the usage
of SORT is considered to generate general statistics of the different objects in the
scene; that the COCO dataset contains (e.g., 91 categories) using Yolo V3 as an
object detector. Among the categories for urban environments there are person and
vehicle.
Contrary to the traditional techniques explained above, in the last decade, tech-

niques based on deep learning have been used to significantly increase the perfor-
mance of object tracking in urban environments. The authors in [22] propose the use
of convolutional neural networks to estimate the actual position and velocities of the
detected vehicles. On the other hand, [50] proposes a deep learning-based progres-
sive vehicle re-identification approach, which uses a convolutional neural network
to extract appearance attributes as the first filter, and a siamese neural network-based
license plate verification as a second filter. The SORT algorithm presented above
was later enhanced to add a deep association metric, and this new approach was
named DeepSORT [69]. This model adds visual information extracted by a custom
residual CNN. CNN provides a normalized vector with 128 features as output, and
the cosine distance between those vectors was added to the affinity scores used in
SORT. In the work presented by in [56], DeepSORT is used to track multiple pedes-
trians in real-time, using motion representation and data association algorithms. The
virtual block counting method is implemented for efficient tracking and counting
of multiple pedestrian objects, in which the occlusion problem is effectively solved.
In other recent works, DeepSORT was used to track vehicles, thus determining the
number and flow of cars that travel on a particular avenue [59].
All approaches presented above focus their efforts on tracking multiple objects in

2D, that is, in the image plane. Contrary to this approach, 3D tracking could provide
more precise information about the position, size estimation, and effective occlusion
management; this approach is potentially more helpful for high-level machine vision
tasks. An example of this approach is the work presented in [54], which uses a
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Fig. 3 Illustration of parking space detection in a parking lot (10 free space highlighted in red
bbox).

stereo camera system to get a cloud of 3D points and map an occupation grid using
an inverse sensor model to track different objects within the range of the sensors.
However, despite all these benefits, 3D tracking is still developing to solve camera
calibration, pose estimation, and scene layout problems.

6 Applications

The application of video analytics in urban environments has received increasing
attention in the past few years. This is because video analytics can be used to improve
the understanding of the dynamics of urban scenes. According to the modules re-
viewed above, different video content analysis applications can be applied to process
urban environment videos in real-time. Awide range of applications can benefit from
results of detection, classification, and tracking techniques; just some examples of
these applications are: Parking Space Detection, Vehicle or People Counting, Trajec-
tory Detection, Face recognition, Vehicle License Plate Recognition, among others.
This section provides a brief yet concise survey of state-of-the-art applications.
For vehicle identification, access control, and security, license plate recognition is

largely used worldwide, in general in controlled scenarios and with static vehicles. It
is commonly referred to as automatic number-plate recognition (ANPR) or automatic
license-plate recognition (ALPR). This process, as shown in Fig. 4, consists in
detecting the license plate in a video frame and then recognizing the number plate of
vehicles in real-time videos. Finally, the recognized information is used to check if
the vehicle is registered or licensed or even grant access control to private places. The
ANPR/ALPR systems have been used in a wide range of applications, places, and
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Fig. 4 Illustration of vehicle license plate recognition process for access control.

institutions, such as shopping malls, police forces, tolls, private places in general,
car parking management, and other data collection reasons (e.g., [50], [2], [75]). The
main purpose of these systems is to identify vehicles and their registered owners by
reading the license plates. The technology is used by police forces to identify stolen
cars, by customs to detect illegal immigrants, and by parking companies to issue
parking tickets. Another urban environment application based on video analytics is
the identification of free parking space (as shown in Fig. 3), in general, using low-cost
IoT devices. These techniques aim to detect in real-time free parking slots and count
the number of places for parking management systems and provide this information
to the drivers. This task is difficult because of the large number of parking spaces
and the complexity of the parking environments. License plate detection is also
required for privacy protection [28], detecting and blurring the plate number for
confidentiality reasons. Furthermore, in [49], vehicle counting, speed estimation,
and classification is proposed, which combines object detection and multiple objects
tracking to count and classify vehicles, pedestrians, and cyclist from video captured
by a single camera. Finally, another application for traffic control is the vehicle
classification (e.g., cars, buses, vans, motorcycles, bikes) detected in a scene [12];
were counting vehicles by lane and estimating vehicle length and speed in real-world
units is possible.
Pedestrian detection and tracking are another classical application in urban video

analytic environments that has attracted much attention in recent years due to the
increase in computational power of intelligent systems.On top of pedestrian detection
and tracking, other approaches can be developed, for instance counting people (Fig. 5)
in specific places or human behavior analysis (e.g., how long they stay in a particular
area, where they go, etc.) in intelligent video surveillance systems (e.g., [29], [56]).
Still, a limitation of these approaches is to deal with challenging crowded places
(occlusions or low-resolution images) or false positives detections; in spite of these
limitations, some applications can get good performance [51]. More recently, due
to the COVID-19 outbreak, some approaches for pedestrian detection and tracking
for social distance have been proposed; for instance, [1] proposes to use an overhead
perspective. This method can estimate social distance violations between people
using an approximation of physical distance, making use of the fact that, in general,
people walk in a more or less ordered way, and they tend to move in the same
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Fig. 5 Illustration of detecting and counting people in the street (5 persons detected).

direction as the rest of the people in the scene. Another challenging application is
the estimation of pedestrian actions on streets [58]. It can be applied for safety issues
on smart cars. The estimation of pedestrian actions can provide information such as
the intention of the pedestrian (e.g., to cross the street, to stop at a traffic light, etc.),
which can be used by smart cars to make decisions about how to behave.
Face detection (e.g., [63], [31]) is one of the most common applications of video

analytics in urban environments. It can be used to identify people who are walking
or driving in the area. This information can be used to improve security by tracking
specific individuals’ movements or to improve traffic flow by identifying choke
points. Furthermore, face detection can be used to count the number of people in an
area, which can be used to estimate the number of people who are likely to visit an
area at a given time.

7 Datasets

This section details some of the different datasets used in the state-of-the-art video
analytics in urban environments to detect, classify, and track different types of objects
(e.g., pedestrians, vehicles, license plates, traffic signs). It does not pretend to be an
exhaustive list of datasets but rather an illustration of the different benchmarks
available for evaluation and comparisons. One of the most used and popular datasets
is the KITTI1 dataset (e.g., [22], [71], [17], [60]) that allow tracking of both people
and vehicles. The dataset has been collected by driving a car around a city. It
consists of 21 training videos and 29 test ones, with a total of about 19000 frames.
Item includes detections obtained using the DPM and RegionLets detectors, as

1 http://www.cvlibs.net/datasets/kitti/eval_tracking.php
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well as stereo and laser information. Another of the widely used datasets is MS
COCO2 (Microsoft Common Objects in Context) dataset (e.g., [71], [9]), which
is a large-scale object detection, segmentation, key-point detection, and captioning
dataset. The dataset consists of 328K images. PASCAL VOC 20073 dataset (e.g.,
[71], [17]) is generally used for training image recognition approaches. This dataset
includes twenty object classes to find persons, animals, vehicles, and others. The
dataset can also be used for image classification and object detection tasks. Another
of the popular datasets is ImageNet4, which is an image database (e.g., [9], [24])
organized according to the WordNet hierarchy (currently only the nouns), in which
hundreds and thousands of images depict each node of the hierarchy. The project
has been instrumental in advancing computer vision and deep learning research.
Another dataset used in the literature is UA-DETRAC5 (e.g., [45]), which consists
of 100 video sequences captured from real-world traffic scenes (over 140000 frames
with rich annotations, including occlusion, weather, vehicle category, truncation,
and vehicle bounding boxes) for object detection, object tracking and MOT system.
More specifically for urban environments,VeRi-7766 is a vehicle re-identification

dataset (e.g., [50]) that contains 49357 images of 776 vehicles from 20 cameras. The
dataset is collected in the real traffic scenario, which is close to the setting of
CityFlow. The dataset contains bounding boxes, types, colors, and brands of each
vehicle. Another interesting dataset, which involve vehicle images captured across
day and night, is the Vehicle-1M7 dataset (e.g., [36]). It uses multiple surveillance
cameras installed in cities. There are 936051 images from 55527 vehicles and 400
vehicle models in the dataset. Each image is attached with a vehicle ID label denoting
its identity in the real world and a vehicle model label indicating the vehicle’s car
maker, model, and year. On the contrary to previous datasets AVSS-20078 dataset
(e.g., [27]) is focused on subway environments. It includes three video clips corre-
sponding to low, intermediate, and high activity in a subway scenario. Each clip is
about 2 to 3 minutes long, with one staged true drop. Another of the datasets widely
used for evaluations and comparisons is CDnet9 dataset, which is an expanded
change detection benchmark dataset (e.g., [47]). Identifying changing or moving ar-
eas in the field of view of a camera is a fundamental preprocessing step in computer
vision and video processing. Example applications include visual surveillance (e.g.,
people counting, action recognition, anomaly detection, post-event forensics), smart
environments (e.g., room occupancy monitoring, fall detection, parking occupancy
detection), and video retrieval (e.g., activity localization and tracking). On the other

2 https://cocodataset.org/#home
3 http://host.robots.ox.ac.uk/pascal/VOC/voc2007/
4 https://www.image-net.org/
5 https://detrac-db.rit.albany.edu/
6 https://vehiclereid.github.io/VeRi/
7 http://www.nlpr.ia.ac.cn/iva/homepage/jqwang/Vehicle1M.htm
8 http://www.elec.qmul.ac.uk/staffinfo/andrea/avss2007.html
9 http://www.changedetection.net/
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hand, PANDA10 is the first gigaPixel-level human-centric video dataset (e.g., [18]),
for large-scale, long-term, and multi-object visual analysis. The videos in PANDA
were captured by a gigapixel camera and cover real-world large-scale scenes with
both wide field-of-view and high-resolution details ( gigapixel-level/frame). The
scenes may contain 4K headcounts with over 100× scale variation.
As mentioned above, this is just an illustration of many benchmarks available for

the research community. Table 1 presents a summary of the approaches found in the
literature for each of the modules in Fig. 1; furthermore, this table includes datasets
and research papers that use them.

8 Conclusions

Novel solutions for smart cities are increasingly required in our everyday life, looking
for efficient management of different services. This manuscript reviews computer
vision-based approaches needed for applications, from counting people in crowded
scenarios to vehicle classification or free parking slot detection. In recent years, due
to the improvements in technology and the increase in computing power, a large
number of these approaches have been implemented in real-time or even embedded
in low-cost hardware. This chapter starts by proposing a pipeline to perform the
review on a common framework. Initially, image processing techniques generally
used on urban video analytics are reviewed. Then, object detection and classification
approaches are summarized, highlighting that in several recent approaches, both
tasks are merged in a single module. Once objects are detected and classified, an
important component to be considered is the tracking, which was initially performed
by Kalman filters, but recently, deep learning-based approaches have given the best
results. Finally, the chapter reviews applications built on top of the modules of the
proposed pipeline, as well as datasets generally used as benchmarks for evaluations
and comparisons. As mentioned in several sections of the chapter, this work does
not pretend to be an exhaustive list of approaches from the state-of-the-art for each
module of the proposed pipeline, but rather an illustration of some of the different
recent contributions. As a first general conclusion, it could state that deep learning-
based solutions are the best option for any of the proposed modules. As a second
conclusion, it is clear that there are many opportunities to be explored based on
video analytic of urban environments. Depending on the complexity of the solution,
low-cost hardware can be considered. Most of the applications reviewed in this
chapter are standalone solutions; the challenge for the future is to interconnect these
applications to benefit each other and develop more robust solutions for smart cities.

10 http://www.panda-dataset.com/
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